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Perceptual Properties

Of all the human senses, vision is considered a pri-
mary and powerful channel of input. It takes in 
everything from the world around us and transmits 
this information to the brain for an instant analysis 
of what it means. With this intimate connection that 
vision has with cognition comes the first step toward 
learning and creating visual designs, which is through 
understanding how human visual perception works. 
Visual perception is relative, constantly scanning, 
constantly adjusting focus, and constantly adapting. 
A well-known example, which is presented in figure 
2.1, demonstrates how written words are perceived in 
a way that is different from what most people may 
initially think. According to research in word recogni-
tion and how the human brain reads letters, the order 
of letters in a word does not matter; the only impor-
tant thing is that the first letter and last letter are in 
the right place.1 Our vision relays the information to 
our brain, which takes care of processing what has 
been seen. Even when an entire paragraph contains 
numerous spelling errors, people can still comprehend 
it without any problems and often without even real-
izing that there are any errors in the text. Figure 2.1 
serves as a nice demonstration of how human vision 
and cognition interact: the human mind does not read 
every letter by itself; instead, it processes the word 
as a whole. This example also illustrates the complex 
and mysterious nature of human vision. Even more, 
it creates extensive opportunities for visual designers 
to take advantage of human visual perception as it 
pertains to information visualization. Among all the 
unique characteristics of vision, two perceptual prop-
erties are commonly applied in information visualiza-
tion: pre-attentive processing and the Gestalt Laws.

Pre-attentive Processing

Pre-attentive visual processing, which takes place 
in the sensory memory, is fundamental for creating 
visual representations. Pre-attentive visual attributes 
are perceived by viewers almost instantaneously and 
without the intervention of consciousness. One of the 
key issues in the study of information visualization is 
to investigate how the human visual system processes 
and analyzes an image. An important initial result 
of this research was that a small number of visual 

Information Visualization 
Principles, Techniques, and 
Software

Chapter 2

Figure 2.1
Word recognition: how our brain reads letters (from Jinxi 
Caddel, “Word Recognition: How Our Brain Reads Letters,” 
Learn, Think, Inspire [blog], February 4, 2010, www.jinxi 
boo.com/blog/2010/2/4/word-recognition-how-our-brain 
-reads-letters.html).

http://www.jinxiboo.com/blog/2010/2/4/word-recognition-how-our-brain-reads-letters.html
http://www.jinxiboo.com/blog/2010/2/4/word-recognition-how-our-brain-reads-letters.html
http://www.jinxiboo.com/blog/2010/2/4/word-recognition-how-our-brain-reads-letters.html
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properties can be detected rapidly and accurately sim-
ply by the “low-level” visual system. These properties 
were termed pre-attentive since their detection appears 
to precede focused attention.2 It may be difficult to 
fully perceive the value of this insight, but understand-
ing pre-attentive processing is important for visualiza-
tion design. In particular, by exploiting pre-attentive 
processing capability, several important design ques-
tions can be answered, such as, What can be perceived 
immediately? Which visual properties are good dis-
criminators? What can mislead viewers? How can one 
design the information so that it pops out?

Christopher G. Healey from North Carolina State 
University has created a website to demonstrate what 
pre-attentive processing means in regard to the expe-
rience of information visualization.3 One of his exam-
ples is given in figure 2.2. This figure shows how to 
search for a target circle based on a difference in col-
ors—the darker circle pops out immediately among 
all the lighter circles. This is a basic, yet common use 
of pre-attentive processing. Some other basic tools 
used in pre-attentive design include length, width, 
and intensity. There are also more advanced symbols, 
which include lighting and motion direction.

Gestalt Laws

Gestalt Laws, which are also known as the Law of 
Simplicity and the Law of Pragnanz (which entails the 
entire visual), describe how to arrange visual symbols 
in a graphical display that is optimized to achieve a 
better, more effective visualization. These laws focus 
on how people interpret the world, providing relevant 
principles in relation to perceptual organization. 
Gestalt Laws were first proposed by German psycholo-
gists in the early 1900s.4 Their primary purpose was 
to assist in understanding pattern perception, while 
also providing clear descriptions of many basic per-
ceptual phenomena. While psychologists call them 
laws, these principles are more like heuristics, which 
are mental shortcuts for solving problems.5

One of the well-known Gestalt Laws is known as 
“figure and ground,” also called the “faces-vase” draw-
ing, shown in figure 2.3.6 The foreground of this image 
is the “figure,” while “ground” is what is behind. This 
drawing exemplifies one of the key aspects of the fig-
ure-ground organization and edge assignment, along 
with its effect on shape perception. One can notice 
that in the faces-vase drawing, the perceived shape 
depends critically on the direction in which the bor-
der between the black and white regions is assigned. 
The perception of figure, as opposed to ground, can be 
thought of as part of the fundamental perceptual act 
of identifying objects.

It must be acknowledged that Gestalt Laws play 
a significant role in information visualization. These 
laws apply in the creation of graphs in which visual 
elements are designed so as not to interfere with 
each other. Specifically, according to Gestalt Laws, 
the design of visualizations should avoid unexpres-
sive marks, use perceptually effective encodings, and 
not distract the audience. Creating an effective and 
expressive visual design with a truthful message is a 
high priority in information visualization.

Information Visualization 
and Cognition

In one of the definitions of information visualiza-
tion, it is stated that “the use of computer-supported, 

Figure 2.2
Search for a target red circle based on a difference in hue 
(from Christopher G. Healey, “Perception in Visualization,” 
North Carolina State University, Department of Computer 
Science, last modified September 24, 2016, https://www 
.csc.ncsu.edu/faculty/healey/PP/index.html).

Figure 2.3
Gestalt Laws: the faces-vase drawing (from Edgar Rubin, 
“Figure and Ground,” in Visual Perception: Essential Read-
ings, ed. Steven Yantis [Philadelphia, PA: Psychology Press, 
2000], 225–29).

https://www.csc.ncsu.edu/faculty/healey/PP/index.html
https://www.csc.ncsu.edu/faculty/healey/PP/index.html
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interactive visual representations of data to amplify 
cognition” is necessary.7 This close connection 
between information visualization and human cogni-
tion is emphasized. One of the noted benefits of graph-
ics is to help simplify the search for information that is 
needed for task completion through the aid of human 
vision. In particular, in order to crystalize knowledge, 
data is needed. When data alone is not able to easily 
provide information, the use of information visualiza-
tion can help. Visualization aids cognition due to the 
ways that it increases memory and the processing of 
resources available through pre-attentive properties, 
Gestalt Laws, and many other perceptual properties. 
By simplifying the search for information and enhanc-
ing the recognition of patterns, visualization enables 
perceptual inference operations.

Tufte’s Principles for 
Information Visualization

Edward Tufte is the man the New York Times called 
“the da Vinci of data” because of his concisely writ-
ten and artfully illustrated books on the visual display 
of data.8 In addition to being noted for his writings 
on information design, Tufte is also a pioneer in the 
field. Through his work, he proposed key principles in 
designing visualizations, which have offered substan-
tive and important insights into displaying informa-
tion for maximum effect and ease of comprehension.

One consequence of Tufte’s principles is the abil-
ity to achieve graphical excellence through infor-
mation visualization. According to Tufte, graphical 
excellence is “the well-designed presentation of inter-
esting data—a matter of substance, of statistics, and 
of design.”9 Knowing that graphical excellence con-
sists of complex ideas communicated with clarity (no 
ambiguity or confusion in graphs), precision (truth-
ful results and distortion-free presentations), and effi-
ciency (a minimal amount of chart “junk”), this is a 
critical point of concern. Graphical excellence is what 
will give the viewer the greatest number of ideas in 
the shortest amount of time and with the least ink 
possible in the smallest amount of space. Such graph-
ical excellence can be achieved by accomplishing 
two goals: (1) telling the truth about the data, which 
is achieved by graphical integrity principles, and 
(2) visualizing with clarity and precision, which is 
achieved by design principles.

Graphical integrity principles are concerned with 
having clear, detailed, and thorough labeling, which 
can be used to prevent graphical distortion and ambi-
guity. Tufte also defined the “lie factor” as “a value 
to describe the relation between the size of effect 
shown in a graphic and the size of effect shown in the 
data.”10 Specifically, the representation of numbers, 
as physically measured on the surface of the graphic 

itself, should be directly proportional to the quanti-
ties represented. Another design principle that Tufte 
introduced was the “data-ink ratio.”11 Tufte referred 
to data-ink as “the non-erasable core of a graphic, the 
non-redundant ink arranged in response to variation 
in the numbers represented.”12 By definition, non-
data-ink is the ink that does not convey information 
but is used for scales, labels, and edges. To further 
expand on this, the data-ink ratio is “the proportion of 
ink that is used to present actual data compared to the 
total amount of ink (or pixels) used in the entire dis-
play.”13 The lesson in all of these details and objectives 
is that good graphics should include only data-ink; all 
non-data-ink should be deleted whenever possible 
to avoid drawing attention to distracting, irrelevant 
elements in the presentation. The goal is to design 
a display with the maximum possible data-ink ratio 
without eliminating something that is necessary for 
effective communication. 

The non-data-ink concept also leads to the discus-
sions of avoiding “chart junk.” Chart junk is all the 
visual elements in charts and graphs that are not nec-
essary for the viewer to comprehend the information 
represented on the graph or that distract the viewer 
from this information.14 Examples of unnecessary ele-
ments that are chart junk include heavy or dark grid 
lines, unnecessary text, or inappropriately complex 
font faces. In addition, ornamented chart axes and dis-
play frames, pictures or icons within data graphs, and 
ornamental shading and unnecessary dimensions are 
in danger of being considered chart junk.

Interestingly, there has been research on people’s 
acceptance of this “minimalist” approach to visual-
izing information.15 Research that disagrees with 
what Tufte has written suggests that there are cir-
cumstances in which chart junk is considered useful 
and effective. These information visualization schol-
ars have argued that elaboration is not all bad and 
that visual embellishments may have other benefits. 
In particular, when graphs are used with the purpose 
of persuasion or presentation, they should be designed 
with the specific objective of aiding the memorability 
of the presented data. Through evaluation of existing 
research, it has been supported that a data graphic 
must engage the reader’s interest, something that can 
be achieved through the use of graphic imagery.16

There is another widely adopted design princi-
ple proposed by Tufte that addresses “data density” 
as being beneficial for a good graphic. Data density 
is defined as “a ratio of the number of entries in data 
array to the area of data graphic.”17 Intuitively, there 
are three ways to increase data density: including 
small multiples, including sparklines, and simply max-
imizing the amount of data shown. The approach that 
is referred to as “small multiple” figures addresses a 
collection of miniature illustrations arrayed as a sin-
gle figure, which is designed to be perceived as one. 

http://en.wikipedia.org/wiki/Information_design
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When talking about the sparklines approach to cre-
ate a graphic of small multiples, Tufte described them 
as being “data-intense, design-simple, and word-sized 
graphics.”18 The third approach, that of maximizing 
the amount of data shown, simply refers to showing 
as much data as possible.

Information Visualization 
Techniques

There is a wide range of techniques to be utilized 
when it comes to information visualization. These 
techniques range from simple charts, such as bar 
and line graphs, to more advanced techniques, such 
as heatmaps and scatter plot matrixes. Some of the 
techniques are created for a specific purpose, thereby 
making it hard to categorize them. In this section, the 
primary focus will be on introducing several com-
monly used information techniques.

Let’s start by defining multivariate data, as it is a 
common term and concept used in many of these tech-
niques. Multivariate data refers to data of more than 
three dimensions. In other words, there are more than 
three variables per case in the data set.

The first approach to visualizing multivariate data 
is through multiple views.19 With this technique, if 
one cannot present the dimensional data all in one 
graph, one can try to display them in multiple graphs, 
with each of the graphs conveying a certain message. 
Figure 2.4 provides an example of the multiple views 
technique.20 In this example, a matrix of data is pre-
sented on the left of figure 2.4, with five variables in 
each row and five variables in each column. The inter-
section presents the value corresponding to the spe-
cific row and column. This matrix is a good choice 
for numerical representation, but it is also difficult to 
retrieve any pattern or relationship of the data from 
the matrix at first glance. The logical progression of 
thought would be to determine a more intuitive way 
to give each variable its own display, as shown on the 
right of figure 2.4. In this visual display, each vari-
able, 1 to 5, is given a graph, with variables A to E 
on the x-axis and their corresponding values on the 
y-axis. The visual display demonstrates how a mul-
tivariate data representation can be partitioned into 
five sub-graphs, with each sub-graph mapping the 
data on a two-dimensional plane. While this visual-
ization technique is easy to implement and intuitive, 
an immediate drawback exists: as the number of vari-
ables increases, the number of sub-graphs needed for 
each variable also increases. This increase creates a 
risk of having too many sub-graphs presented at one 
time, which increases the noise level, making infor-
mation comprehension and processing challenging.

A more sophisticated approach to visualizing 
multivariate data is through the use of a scatter plot 

matrix. The scatter plot matrix is one of the graphi-
cal tools beloved by visualization designers. A scat-
ter plot renders a visual display to capture the cor-
relation between a pair of variables. Given a set of n 
variables, there are n-choose-2 pairs of variables, and 
thus the same numbers of scatterplots.21 These scatter 
plots can be organized into a matrix, making it easy to 
represent and observe all pairwise correlations in one 
place. Figure 2.5 shows an example of a scatter plot 
matrix visualization based on Nate Silver’s feature 
article about the most livable neighborhoods in New 
York.22 In this article, Silver’s ranking formula consid-
ers twelve factors, such as housing affordability, green 
space, transit, and night life, and calculates an over-
all score using the individual scores from the factors 
based on their chosen weights. For example, housing 
affordability is weighted 25 percent. Scores are then 
converted to ranks. The intent of this visualization 
by Kaiser Fung is to look at whether the individual 
factors are correlated. For example, what is the cor-
relation between housing price and housing quality 
in a neighborhood? Are more diverse neighborhoods 
also more creative? What about better schools? Sev-
eral observations can be easily drawn from this visu-
alization. For example, in the top left corner, the slant 
shows that the more affordable the houses are, the 
worse the transit is; the better the shopping is, the bet-
ter the dining is. An interesting observation, though 
only a moderate correlation, is that more diversity 
seems to lead to lower creative capital.

A specific type of visualization that most consider 
to be highly interesting, perhaps even fascinating, is 
called Chernoff Faces. Herman Chernoff is an applied 
mathematician, statistician, physicist, and educator 
who invented Chernoff Faces to display multivariate 
data using the shape of a human face. In Chernoff’s 
paper from the Journal of the American Statistical 
Association in 1973, he proposed that simplified, car-
toon-like face shapes were able to represent a number 

Figure 2.4
A multiple-views technique example (from John Stasko, 
“Multivariate Visual Representations 1” [lecture, Georgia 
Institute of Technology, Atlanta, GA, September 14, 2016]).
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of variables in a data set.23 By mapping numbers to 
head eccentricity, eyebrow shape, eye size, eye eccen-
tricity, pupil size, nose size, nose width, mouth cur-
vature, mouth width, and mouth openness, a visual 
understanding could be achieved. The Chernoff Faces 
help viewers more quickly and precisely detect pat-
terns, groupings, and correlations. The rationale was 
built upon the fact that the human mind has the innate 
ability to recognize small differences in facial charac-
teristics and to assimilate many facial characteristics 
at once. One well-known example of using Chernoff 
Faces has been used to display life in Los Angeles in 
1970, as shown in figure 2.6. This depiction was cre-
ated by Eugene Turner, a geography professor from 
California State University.24 In this map, the four 
variables to describe life in Los Angeles include afflu-
ence, unemployment rate, urban stresses, and the per-
centage of white population. These variables are pre-
sented by facial elements, including face shape, mouth 
curvature, eyebrow slope, and face color, respectively. 

The well-known map accurately and aesthetically cap-
tured the living conditions in the Los Angeles area. 
People attribute the success of the award-winning 
map to the effective, symbolic use of Chernoff Faces. 
Turner described this map as “probably one of the 
most interesting maps I’ve created because the expres-
sions evoke an emotional association with the data.”25

When a data set is comprised of purely categori-
cal data, a popular visualization tool called a mosaic 
plot is used. A mosaic plot allows analysts to examine 
the relationship among two or more categorical vari-
ables. The mosaic plot starts as a square with length 
one, which is then divided horizontally based on the 
proportions of the probabilities associated with the 
first categorical variable. Then each horizontal bar 
is further split vertically based on the proportions 
of the conditional probabilities of the second cate-
gorical variable. Additional splits can be made using 
a third and fourth variable, and so on.26 Figure 2.7 
shows a simple example of a mosaic plot that shows 

Figure 2.5
A scatter plot matrix technique example (from Kaiser Fung, “The Scatter-Plot Matrix: A Great Tool,” Junk Charts (blog), 
June 17, 2010, http://junkcharts.typepad.com/junk_charts/2010/06/the-scatterplot-matrix-a-great-tool.html).

http://junkcharts.typepad.com/junk_charts/2010/06/the-scatterplot-matrix-a-great-tool.html
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cross-sectional distribution through time of different 
musical themes in the Guardian’s list of “1000 songs to 
hear before you die.”27

A visualization technique similar to the mosaic 
plot is a treemap. Treemaps are ideal for situations 
in which large amounts of tree-structured (or hierar-
chically structured) data need to be visualized. The 
space of a treemap is first split into rectangles, which 
are sized and ordered based on a quantitative vari-
able. The levels in the hierarchy of a treemap are cap-
tured with the visualization of nested rectangles.28 
For example, a rectangle representing a country may 
contain several rectangles representing states in that 
country. Each rectangle representing a state may in 
turn contain rectangles representing cities in these 
states. A number of different algorithms can be used 
to determine how the rectangles in a treemap should 
be sized and ordered, taking into account the general 
rule of treemapping. In general, the rectangles in the 
treemap range in size: the largest rectangle will be 

placed in the top left corner, and the smallest rect-
angle will be placed in the bottom right corner, with 
everything else in between placed in the middle part 
of the treemap. Hierarchies are presented when the 
rectangles are nested.

Another widely adopted and useful visualization 
technique is that of parallel coordinates. Parallel coor-
dinates are one of the most famous visualization tech-
niques and among the most common subjects of aca-
demic papers on visualization.29 While one’s initial 
impression of parallel coordinates may be that they 
are confusing, once they are understood it is easy to 
see why they are a very powerful tool for understand-
ing multidimensional numerical data sets. How par-
allel coordinates work can be best explained through 
an example. Figure 2.8 shows an example of paral-
lel coordinates in which the relationships of car vari-
ables are captured, including mileage per gallon 
(MPG), number of cylinders, horsepower, weight, and 
the year they were introduced.30 In this visualization, 
each of the car variables is mapped onto a vertical 
axis. As a result, each data value falls within some 
place on the line and is scaled to lie between the mini-
mum at the bottom and the maximum at the top. And 
for each case in the row, data points are connected 
and form the polylines. Useful insights can be gained 
from this visualization. For example, the cylinders’ 
axis is worth noticing because it has only a few dif-
ferent values. And since the number of cylinders can 
only be an integer, and there are only eight values in 
this example, all of the lines will go through a small 
number of points. In the space between MPG and cyl-
inders, one can tell that eight-cylinder cars generally 
have lower mileage than six- and four-cylinder ones. 

Figure 2.6
A Chernoff Faces visualization for life in Los Angeles in 1970 
(from Eugene Turner, “Life in Los Angeles 1970,” California 
State University Northridge, accessed October 4, 2016, www 
.csun.edu/~hfgeg005/eturner/images/Maps/lifeinla.gif).

Figure 2.7
A mosaic plot technique example (from Sean Carmody, 
“Mosaic Plot Showing Cross-Sectional Distribution through 
Time of Different Musical Themes in the Guardian’s List of 
‘1000 Songs to Hear Before You Die,’” Wikipedia, s.v. “Mo-
saic plot,” last modified July 24, 2009, https://en.wikipedia 
.org/wiki/Mosaic_plot#/media/File:Mosaic-big.png).

http://www.csun.edu/~hfgeg005/eturner/images/Maps/lifeinla.gif
http://www.csun.edu/~hfgeg005/eturner/images/Maps/lifeinla.gif
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The “look” of the lines—that is, how they cross and 
how they fold—can tell more than just the data. For 
example, heavy crossings of lines are indicators of an 
inverse relationship; for instance, the more cylinders, 
the lower the mileage. A similar correlation can also 
be found between cylinders and horsepower: the more 
cylinders, the more horsepower. There are also some 
crossing lines that show that more cylinders do not 
always mean more power; however, the general trend 
is clearly there. Between horsepower and weight, the 
situation is similar: more horsepower means heavier 
cars in general, but there is some spread in the val-
ues. One can also see that there is a single exception 
of a high-horsepower eight-cylinder car that is very 
light. Finally, the lines between weight and year heav-
ily cross, which implies that cars have gotten lighter 
over the years.

Software

Information visualization is employed in many cases 
to answer a question, communicate information, sup-
port decisions, and increase efficiency. Good infor-
mation visualization software is important since it 

improves the audience’s understanding of the infor-
mation being presented. The audience has a higher 
likelihood of retaining the information, compared to 
information they receive without visualization. The 
data visualization engages the audience, and this 
makes the presentation more interesting. By relay-
ing data to the intended audience in the shortest time 
possible, presenters also benefit. They do not need to 
use excessive energy explaining the data to support 
their message. The use of information visualization 
software also assists in promoting the credibility and 
trustworthiness of the data being presented to the 
audience.

This section provides a list of popular software 
tools with the objective of encouraging readers to 
research these tools and give them a try. Through 
these efforts, readers can connect with the software 
that best suits their specific needs and preferences.

• D3.js: The full name of D3.js is “Data Driven 
Documents.” The software combines HTML, CSS, 
and SVG to render charts and diagrams. D3.js is 
well known for its power and flexibility to cre-
ate very specific, creative visualizations. It is also 
packed with features, interactive, and extremely 

Figure 2.8
Parallel coordinates visualization of car variables (from Robert Kosara, “Parallel Coordinates,” EagerEyes, May 13, 2010, 
https://eagereyes.org/techniques/parallel-coordinates).

http://d3js.org/
https://eagereyes.org/techniques/parallel-coordinates
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beautiful. D3.js is free and open-source, which 
makes it a great tool for amateur learners.31

• FusionCharts: FusionCharts is well known for its 
exhaustive collection of charts (90+ chart types) 
and maps (over 1,000 maps). FusionCharts sup-
ports major data formats, such as JSON and XML. 
Charts can also be exported into a variety of for-
mats, such as PNG, JPEG, PDF, or SVG.32

• Google Charts: Google Charts uses HTML5 and 
SVG to create charts that are portable and com-
patible across different browsers and platforms. It 
offers a wide range of chart options, such as bar, 
pie, line, map, and gauge charts. It is also well 
known for its flexibility and ease of use.33

• Dygraphs: Dygraphs is an open-source chart-
ing library based on JavaScript. It is well known 
for its ability to handle large-scale data sets. To 
accommodate “Big Data,” the software is scal-
able, flexible, and highly customizable. It also has 
an active support community, which is a great 
resource for visualization learners.34

• Tableau: Tableau is one of the most popular, com-
monly adopted visualization tools. It supports a 
wide range of charts, maps, graphs, and other 
visual designs. It also offers strong support for use 
for academic purposes.35

• Infogram: Infogram is a software tool that pro-
vides the capability to create both charts and 
infographics. It has a user-friendly interface and 
well-designed basic charts.36

• Plotly: Plotly provides a web-based interface for 
data analysis and visualization. It supports a wide 
collection of chart types and provides social shar-
ing features. The visualization creation process is 
intuitive, from loading the data to customizing a 
visual display.37

• IBM Watson Analytics: IBM Watson Analytics 
offers the benefits of advanced analytics without 
the complexity. It’s a smart data discovery ser-
vice available on the cloud, which guides data 
exploration and automates predictive analytics, 
while also enabling effortless dashboard and info-
graphic creation.38

Conclusion

Through the rapid changes of information visualiza-
tion that have taken place over the decades, the abil-
ity to create compelling, visually stimulating content 
that can be represented with a variety of techniques 
is greater than it ever has been. Through dedicated 
efforts, researchers, scholars, and practitioners have 
developed visualization theories, techniques, soft-
ware tools, and applications that can be used for a 
great variety of purposes and can be directed toward 

target audiences in a compelling way. In order to take 
maximum advantage of these discoveries and tech-
niques, it is important for visualization learners to be 
open-minded, constantly seeking new knowledge and 
skills while keeping up with trends and changes.
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